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1. Introduction  
One of the main tasks of the concept of "artificial intelligence", which is becoming part of 

information technology and society, is to perform comprehensible thinking operations using 

computer systems and their technical devices. It consists of creating a real process of interaction 

between human actions and the computer (computers). 

Intelligent communication systems can be used to create user queries in their libraries. This 

requires the methods of artificial intelligence-based software modules, the architecture 

corresponding to that style, information flow models, communication methods, and algorithms to 

assist users in creating or shaping the queries outlined in the previous section. 

Throughout our research, the architectures of software modules that facilitate the formation 

of queries using systems will be of 3 types. These include: 

1. Generation of questions corresponding to the user's request; 

2. Choose from a set of sorted questions; 

3. Selection of questions in the form of "mixed" (generation). 

Fundamental analysis in architecture refers to the identification of an object in the core of a 

query by giving linguistic, stylistic, morphological processing (correcting word errors and finding 

the owner based on word construction) to the text entered in natural language. 

Technological analysis in architecture is defined as the identification of Wi-Fi in the core of a 

query by providing technological processing (finding each owner of the word, excluding word-

formers) to the text entered in the natural language. 

In this architecture, the user accepts the query as a question and has two requirements: 

1. Build an ontology for the subject area; 

2. Algorithm for determining the proximity of two objects (classes). 

The intellectual environment, on the other hand, is a classified subject area consisting of the 

class, the interdependence, properties, and phenomena of the subclasses in which the methods and 

ontologies of knowledge construction are built, as described in the first chapter. 

This architecture is the process by which any IMT implements a mode of operation based on 

communication scenarios. In contrast to the above architecture, it uses a knowledge and database 

based on the level of closeness of the questions and answers. Also, on the basis of the analysis, the 

cores of the query are identified and the objects are selected for the exact question or answer. Then, 

based on this object, a close question and answer are determined. The proximity of objects is 

determined by their properties depending on the range values and data types. 

This latter architecture is a cross-linked hybrid version of the above two architectures. In this 

case, after the analysis, on the basis of the ontology of the intellectual environment, the object is 

identified and their proximity (similarity) is found. If the proximity of an object is high (s → 0), the 

corresponding answer to that object is constructed based on the properties of the ontology and 
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transmitted to the user in the form of a question. If the proximity of the object is low (s → 1), the 

question corresponding to that object is selected from the database based on the knowledge base and 

presented to the user in the form of a question. 

Based on the above architectures, the following can be suggested as mathematical support for 

building an intellectual environment and making decisions in it: 

1. Mathematical support of the decision-making hierarchy based on formal logical 

knowledge; 

2. Mathematical software based on logical semantic connections and production knowledge; 

3. Frame knowledge-based mathematical software; 

4. Mathematical support based on the construction of ontological knowledge; 

It is necessary to build an intellectual environment for the formation of queries and to identify 

methods of intellectual processing based on ontological knowledge in it. 

The expression of ontologies is important to ensure that there is natural communication when 

creating queries. It is expedient to construct ontologies for each object of libraries and to determine 

the proximity of these objects, to combine objects. 

It has been found that an individual approach can be implemented in systems of architectural 

process iteration. That is, the basic communication methods of the systems are based on: 

1. Question - answer; 

2. Targeted communication; 

3. Purposeless communication; 

This requires the construction of ontologies for each area, the creation of methods for 

creating intellectual communication scenarios for the organization of communication in their 

systems, as well as methods for determining the proximity of their objects. 

Building an ontology of corporate information library objects serves to express knowledge and 

create an intellectual environment. In the intellectual environment, decision-making is based on the 

intellectual processing of data. From this point of view, in order to create intellectual communication 

systems that help in the formation of queries, copies of intellectual environment classes, i.e., working 

with objects, should cover all aspects of thinking in relation to the object. 

The construction of an ontology for a subject area is understood on the basis of the following 

trinity  

 

The number of classes assigned in the subject area; 

R ={r1 , r2 ,..., rk ,..., rm},  R : x1  x2  ...  xn , m = |R| - The number of interactions of a 

given class of objects in a subject area. 

These serve to create a pattern for the interaction of classes. In general, class relations are 

divided into general relations (rules are created, in part, on the basis of definite relations) and 

definite, definite relations; 

F: X  timesR is a limited set of functions that interprets given classes and or relationships. In 

special cases it is used as a set of interpretive functions to create a broad glossary, dictionary, i.e. X 

classes. In general, the definition of class xi depends on class xi-1. In this case, the relationship 

between xi class and xi-1 class is determined by the Rk relation, which in turn requires consideration 

of the properties of the class; 

The method of building an ontology for a subject area consists of two steps: 

Conduct preliminary analyzes for the subject field and determine the characteristics for class 

properties; 
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Build an ontograph model for the subject field. In this case, the ontograph is a graphic, the 

ends of which are the classes (objects) of the subject field and the arcs are the relationship between 

them. A graph is a one-way oriented graph with several arcs entering and exiting one of the three. 

The first stage. When constructing an ontology, two types of properties are used for the 

subject area, and they differ from each other: 

Property value. This is the relationship between the classes created and the data type or 

character types; 

Property-object. This is the relationship between the two classes created. 

There are many ways to limit relationships in character identification. To do this, it is 

necessary to determine the upper class and its range. Properties can also be created based on special 

(sub-properties) available properties. 

More complex constraints can be imposed on features. This allows you to create a hierarchy 

of properties, such as classes in the subject area. 

Some characteristics of properties are introduced in order to use the most optimal methods 

for decision-making in intellectual processing based on properties. A logical model of some of the 

proposed characteristics is used to introduce the conversions. They are: 

For the sub feature of these properties, the following is appropriate: 

If the R relation is transitive, then the R-1 inverse relation is also transitive. 

If the relationship R1, R2 is transitive, then the relationship R = R1∩R2 is also transitive. 

Symmetry property. If the relation R \ left (a, b \ right) = R \ left (b, a \ right) is appropriate 

for any a, b given in set X, then the relation property R is symmetric. 

Functionality feature. If the property R is defined functionally, for an arbitrary a, b and c: R = 

a, b) and R (a, c) the relation b = c is equal, ie \ forall \ a, b, c \ \ in X : R \ left (a, b \ right) ˄Ra, c → 

b = c 

Inverse property. If property P1 is defined as property P2, then P1 (x, y) or P2 (y, x) is 

calculated for all x and y. It should be noted that the inverse property takes the name of the property 

as an argument. 

Inverse functionality property If the property P is defined as inverse functionality, then for 

any a, b and c the equation b = c from the relation R (b, a) and R (c, a)  

In addition to defining additional characteristics of properties, it is possible to constrain properties 

for a current object in a variety of ways. The creation of an ontology for this is done on the basis of 

the capabilities of the languages. 

  

2. Conclusions 

There are languages and software tools for creating ontologies based on semantic networks. 

The most commonly used language is the Web Ontology Language (OWL), which supports the 

following features: 

 formal identification of classes and the properties of these classes; 

 identify objects (object-copies, representation of classes) and their properties; 

 determine the definition of classes and objects according to a given formal syntax; 

 OWL format - the simplest and most convenient flexibility with RDF , RDF Schema , XML 

format; 
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The most basic elements of OWL ontology are the language of class, feature, class representation 

(object and copies), and their relationship. 

The basic concepts in the subject area should be structured on the basis of classes and have 

a “tree-like” structure with different taxonomic connections. Any object or event must be a 

class member in the OWL.       
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